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Abstract

Three strategies for the construction of calibration sets have been tried, with the objective to develop and to validate a NIR quantitation
method.

The first two approaches consist of the use of two types of samples, named: samples of laboratory obtained by mixing the ingredients that
compose the drug, and doped samples obtained by under- and over-dosed production samples. In order to improve the prediction results,
production samples have been added to each calibration model. The ensuing models were validated with a view to determine their fithess
for purpose. However, spectral differences between the laboratory samples and doped samples resulted in spurious predictions in quantifying
samples of one type using the model developed from samples of the other.

Such differences were studied in depth and a third procedure has been proposed, based on a calibration model constructed with an unique
type of sample (laboratory sample) for later to correct it with a few doped samples. This corrected model has a good predictive ability on
production samples.
© 2004 Elsevier B.V. All rights reserved.
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1. Introduction [6]) and quantitative analysis (e.g. in the determination of ac-
tive principles in commercially available preparatigis],
The last two decades of the 20th century have no doubt moisture[9] or even polymorph§10]).
seen the greatest expansion of near infrared spectroscopy Proper development of an analytical methodology en-
(NIRS). The simplicity, precision, and expeditiousness of tails using samples representative of that to be analyzed
this technique, in addition to an improved knowledge of the and spanning an adequate concentration range. This is es-
chemometric tools required to apply NIRS-based method- pecially important in the NIRS technique, where spectra
ologies, have extended its use to virtually all industrial depend not only on the chemical properties of the sample,
areas. but also on physical properties of its matrix including par-
The pharmaceutical industry has shown special interest inticle size, shape and distribution, or degree of compaction,
the NIRS technique on account not only of its expeditious- all of which significantly affect the spectroscopic signal.
ness and non-destructive character, but also, especially, of itsConsequently, the calibration samples used should be rep-
flexibility for both qualitative analysis (e.g. in the identifi- resentative of chemical variability (in the concentrations of
cation of raw materials and finished produdg], reaction the active principle and excipients) and physical variability
monitoring in process control operatiof&4], monitoring (associated with the manufacturing process and arising from
of blending processds], control of film coating procedures  particle size, the degree of compaction, etc.). Meeting both
requirements in constructing a calibration model is usually
+ Corresponding author. Tel 34-93-581-1367; difficult as the active prlnc!ple and e>§C|p!ent concentrations
fax: +34-93-581-1367. are very close to the nominal value in virtually all samples
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have been developed with a view to overcome this problem, 2. Experimental
however.
One approach involves preparing laboratory samples by 2.1. Apparatus and software
mixing accurately weighed amounts of the active principle
and excipients in appropriate proportions in order to expand NIRS spectra were recorded on a NIRSystems 6500 near
the concentration range spanned to the desired bounds. Thisnfrared spectrophotometer from Foss NIRSystems (Raams-
is probably the most simple and convenient choice; also, donksveer, The Netherlands) equipped with a reflectance de-
it allows one to design a sample preparation approach thattector and a model AP6641ANOA4P fiber-optic probe. The
minimizes correlation, facilitates the development of robust instrument was governed via a PC computer running the
models and provides highly reliable reference values (weigh- software Vision 2.22, also from Foss NIRSystems, for data
ings) for the analyte. However, laboratory samples are not acquisition. Laboratory samples were homogenized in a Tur-
obtained using the same procedure as production sampleshula Type T2C Mixer from WAB (Basel, Switzerland).
so some of the physical variability in the manufacturing pro-  Spectral pretreatments and multivariate calibration were
cess is not included in the calibration process. both done using Unscrambler 7.5 from CAMO (Trondheim,
One other approach involves preparing synthetic samplesNorway).
at a pilot plant reproducing the operations of the production
plant. This method is much more labour-intensive and ex- 2.2. Samples
pensive; also, its feasibility depends on the particular type of
sample and on the concentration of the active principleinthe  The pharmaceutical preparation studied was a granulate
preparation, and the ensuing model may incorporate somewith anti-inflammatory action containing nimesulide as ac-
source of variability not present in the production samples. tive principle and sucrose as major excipient. Laboratory
This method is usually employed in the analysis of tablets samples were prepared by weighing the different compo-
using transmission measurements. nents of the preparation in pure form and mixing them in
A third choice involves under- and over-dosing produc- variable proportions to span a concentration rang®%
tion samples with small amounts of the excipients and around the nominal content in the active principle. Since the
active principle, respectively, in order to extend the original final aim of the models to be built was to predict an sole con-
concentration range. This method is somewhat more labo-centration (active), no experimental design had been used to
rious than preparing laboratory samples, but undoubtedly prepare the different calibration sets and the proportion of
more expeditious than the pilot plant method. The pro- the different amounts of ingredients (active and excipients)
cedure has the advantage that differences between dopetiad been designed to minimize correlation between them.
(under- or over-dosed) samples and production samplesThe mixtures were blended to homogeneity and their NIR
are smaller than with laboratory samples as the addition of spectra recorded.
small amounts of the excipients or active principle does not Doped samples were obtained by supplying production
alter matrix effects, so the ensuing calibration models are samples of known concentration with also known amounts
usually more simple. Correct doping requires that samplesof the active principle (over-dosed samples) or a mixture
be in powdered or granular form, which may entail applying of excipients (under-dosed samples). Following doping, the
some sample pretreatment. samples were homogenized and their NIR spectra recorded.
The only use of samples prepared by one of the processe®As with the laboratory samples, an active principle concen-
commented above is not enough to obtain calibration mod- tration range+50% around the nominal content was thus
els with an acceptable degree of accuracy in prediction of encompassed.
production samples. This fact is due to the physical differ-  The spectra of the sample types (laboratory, doped, and
ences between sample sets used in construction models angroduction) and the active principle (nimesulide) are shown
those production. The solution to build these models cor- in Fig. 1. As can be seen, the doped and production spectrum
rectly usually involves expanding the calibration set, using, are practically equal, whereas the laboratory and doped sam-
together with prepared samples, production samples in ordemples have substantial differences along the whole spectrum.
to incorporate this physical variability. This procedure has  All samples (production specimens, the active principle,
been demonstrated to be effective and the models obtainechnd excipients) were supplied by Laboratorios Menarini
are robust and accurafgl]. The ratio of prepared samples (Badalona, Spain).
versus production samples to be used in the calibration set Overall 29 production samples (from as many different
depends on the nature of the samples and also on the varibatches), 21 laboratory samples and 28 doped samples were
ability to cover. Generally, four or five production samples used.
are enough to incorporate this variability source.
This paper compares the performance of three calibration2.3. UV reference method
procedures based on laboratory and doped samples in the
development and validation of a method for the determina- The active principle (nimesulide) content in the
tion of an active principle in a pharmaceutical preparation. production samples was determined by ultrasonicating
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approximately 0.25g of sample with 35ml of MeOH for 0.003
10 min. The solution was then diluted to 50 ml with MeOH M Ej]‘;“efg‘ggnifgm .
and a 5ml aliquot was supplied with 5ml of water and 0008 1| = Production Sarmples i
2.5ml of 1 M HCI, and made to 50 ml with 1:1 MeOH;4B. . - a L
The nimesulide content in this solution was determined o4y  § a
by applying multiple linear regression (MLR) to the first Y B
derivative spectrum in the 250-450 nm wavelength range¥ o002+ o ‘ e
using pure nimesulide as standard of calibration. This proce-< . % a o
dure suppresses the systematic error produced by base linc .00 4 PR
. .. . . o ‘. Of
displacement due to the presence of an excipient dispersion * L rooo Ao
-0,002 4 % i e o
. F (o]
'y P Y
3. Results and discussion -0,004 - 4 s
ks -
3.1. Calibration models -0,008 , ‘ ; , , ‘
-0.04 -0,03 -0,02 -0.01 0,00 0.01 0oz 0,03
All models were constructed using the PLS1 algorithm on PC 1966 %)

the 1100-2200 nm wavelength range and the different wave-rig. 2. First and second principal components of the PCA conducted
length pretreatments assayed were: standard normal variaten laboratory sampled®), doped samples&), and production samples
(SNV), detrending, first and second derivatives (applying (O). First-derivative spectra in the 1100-2200 nm range has been used.
Savitzky—Golay algorithm). Although the active principle
has some bands in the 2200—2498 nm spectral range (Fig. 1) .
it was despised due to the spectral noise associated with theéame set of production samples, and both models show sys-

fiber-optic probe. Samples were split between the calibra- ten_;stlc;'f(rarrors. bet le oriai be ob d
tion and prediction sets to construct the two models, based. el tl ﬂ:’egges € Wle;eé?ls_amp € or_lglnls can be o tservle
on laboratory and doped samples. The calibration models'™ & POt 0 Versus In & principal component anal-

have been constructed by cross-validation (using the method”>'"s (Fig. 2) of production, Iabc_»ratory, and doped samples.
leave-one-out) and the optimal number of PLS factors cho- As can be seen, the spectral differences between laboratory

sen like the minimum in the graph of residual variance versus samples and doped/production samples are significant. In

the number of factors. Their predictive ability was assessed orciler to |mpr0\(/je éhe_tphr edlc_tlve ab'l'tﬁ of t?e m(;)detl_s, each
via the root mean square error of prediction (RMSEP). The el was expanded with a given number ot production sam-
models constructed with only laboratory samples or doped ples that were the same for both calibration sets, as well as

samples (the calibration set has an unique set of each typeWith those added to both prediction sefable 1shows the

of samples) result in poor prediction abilities: the labora- charaflterlsttr;cs of tTte E[)hest modgcjlsc}‘or each type of sample,
tory model present a RMSEP value of 19.8, predicting the as well as the resutts they provided.

complete set of production samples, and the doped samples Th_e results ShOW that the accuracy h_as been |mprove_d
model yields better results (RMSER 2.8) predicting the considerably. This fact means that there is a source of vari-

ability in the production samples not covered by the labora-
tory and doped samples.
o e e L ~The most salient parameters of both models were very
1 — — Production sample { { similar. In fact, both were constructed from first-derivative
thamashe spectra, had the same number of PLS components and even
similar predictive abilities; however, the model based on

£ 14 . -
2 doped samples performed slightly better. In principle, both
z
0
= o4
3 Table 1
Characteristics of the models based on laboratory and production samples
14 Laboratory model Doped model
Calibration Prediction Calibration Prediction
2 ——— Samples 10 lab. 4 lab. 12 dop. 6 dop.
1100 1200 1300 1400 1500 1600 1700 1800 1900 2000 2100 2200 2300 2400 2500 6 prod. 8 prod. 6 prod. 6 prod.
Wavelengthinm) RMSEP 1.4 17 0.9 1.0

Fig. 1. Spectra for different sample types and active principle. The ac- Both models were constructed using the wavelength range 1100-2200 nm,
tive principle concentration in the different sample types is the nominal 1st derivative spectral preteatment and four PLS factors. Lab., laboratory;
concentration of the drugH5%). dop., doped; prod., production.
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Table 2
Correlation coefficients obtained in the identification of unknown samples using the spectral library
Library classes Samples analyzed

Pharmaceutical preparation Nimesulide Sucrose
Pharmaceutical preparation 0.999-1.000 —0.142 t0—0.120 0.957-0.979
Nimesulide 0.997-0.998 —0.229 t0—0.152
Sucrose 0.996-0.999

Correlation ranges are the extreme values of five samples from each class identified in the library.

models provided accurate results and were suitable for deter-3.2.3. Accuracy
mining the active principle. However, their actual suitability Fifteen production samples were used to compare the ac-

was ascertained by validation. tive principle concentrations provided by both models with
the reference values. A pairedest of differences was con-
3.2. Validation of the methods ducted to this end that revealed the NIR values not to be

significantly different from the reference values. As can be
Validating an analytical method entails determining seen fromTable 3, both models provided accurate values.
whether it fulfills its intended purpose (i.e. its “fithess for
purpose”). The two NIR methods corresponding to the 3.2.4. Repeatability
previous calibration models were validated in order to de- Repeatability was evaluated by having the same operator
termine whether they would allow the accurate quantitation replicate the determination of the active principle in the same
of the active principle in the pharmaceutical preparation. To sample at least six times on the same deable 3shows
this end, their selectivity, accuracy, repeatability, interme- the results, alongside their standard deviations and percent
diate precision, linearity, and robustness were determined,coefficients of variation (% CV).
following the ICH guideline§12].
3.2.5. Intermediate precision
3.2.1. Sdectivity Intermediate precision was determined to establish
The selectivity of a NIR method cannot be assessed as inbetween-day and between-operator variability. To this end,
other analytical methods. The proposed procedure involvestwo operators replicated the determination of the active
identifying the pharmaceutical preparation in a library in- content in the same sample on 3 different days. The data
cluding various classes corresponding to the preparation andthus obtained were subjected to a statistical study to deter-
its pure components. As this identification step does not re- mine their standard deviation and % CV, as well as to a
quire the use of the quantitation models, we used the samevariance analysis intended to establish whether either effect
validation procedure with both. was significantTable 3shows the results obtained for both
Five different samples from as many batches per product, models.
belonging to each class defining the spectral library con-
structed for this purpose, were identified. The correlation 3.2.6. Robustness
ranges were established from the extreme values obtained Robustness was assessed by checking the results obtained
in the identifications. The production samples were always in the determination of active principle with both models
identified as the pharmaceutical preparation, with a thresh-using samples collected over a period of 1.5 y@able 3
old of 0.98. Although the correlation coefficients of the pro- shows the results of a test of differences between the results
duction samples with sucrose were always high, none wasand the reference values. As can be seen, both models pro-
confused with the excipient, so all were accurately identified vided results consistent with the reference values, so both

(seeTable 2). can be assumed to be robust.
From Table 3it follows that both models are suitable for
3.2.2. Linearity guantifying the active principle as the two provide accept-

The linearity of a multivariate calibration model is evalu- able results for each validation parameter. The model using
ated by plotting the results for a series of samples spanningdoped samples provides slightly better results as regards re-
a given concentration range against their reference valuespeatability and intermediate precision; both, however, are
The linearity of the two calibration models was assessed comparable in terms of accuracy and linearity.
by using samples of the same type in each calibration (i.e.
doped samples with the doped model and laboratory sam-3.3. Doped or laboratory samples?
ples with the laboratory model). The linearity results are
shown inTable 3. As can be seen, both models were linear The two models passed the validation tests, so both were
throughout the concentration range studied. deemed effective for determining the active principle in the
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Table 3
Results obtained in the validation of both calibration models for the determination of the active principle nimesulide
Aspect Procedure Laboratory model Doped model
Linearity NIR =a+b-REF 7 laboratory samples 10 dop. samples
Concentration range 35-65mgYy 35-65mgg?
b 1.02+ 0.06 1.01+ 0.09
a —2.18+ 2.83 —0.75+ 481
Correlation 0.999 0.994
Accuracy Pairedt-test of NIR values and REF 15 samples 15 samples
values of production batches Avg. diff. -0.77 -0.37
S.D. 3.54 1.63
texp 0.84 0.88
terit 214 2.14
Repeatability Production samples analyzed six NIR average 50.57 50.54
times by the same operator S.D. 1.41 0.37
R.S.D. 2.82% 0.72%
Intermediate precision Production samples analyzed on 3 NIR average 52.65 51.50
days by two operators S.D. 2.16 0.68
R.S.D. 4.10% 1.33%

Robustness

Pairedt-test of NIR values and REF

values of production batches
analyzed over a period of 1.5 year

Two factors ANOVA

Avg. diff.
S.D.

texp

Lerit

No significance effect of
day or operator

30 samples
0.20
2.80
0.39
2.04

No significance effect of
day or operator

30 samples
0.15
1.39
0.59
2.04

pharmaceutical preparation. However, the determination of samples were not. When the laboratory samples are pre-
laboratory and doped samples with the two PLS models re- dicted with both models, the resulting graph is the opposed
vealed that each type of sample produced a different re-one to theFig. 3. Now the prediction with the laboratory

gression line. By way of exampl&jg. 3 shows the results

model shows results not significantly different from the ref-

of the quantitation of doped samples with the two models; erence values, while the prediction with the doped model
while the concentrations obtained with the model for doped shows a linear regression with a slope different from the
samples were consistent with the reference values (slopeunit and an intercept different from zero. This behaviour was
and intercept were not significantly different from 1 and 0, maintained after the application of various spectral pretreat-
respectively), those provided by the model for laboratory ments (derivatives, SNV, DT).
In order to obtain a model capable of accurately predict-
ing the concentrations of laboratory and doped samples, we

% -
f":; ~ ’
o] | « intercept=-0.74 +- 208 £ 7
slope = 1.01 +~0.04 / o
r=0.994 / e
8 [ -~
i - Kf /"
= o 7 /&'
—_ L.
g %9 Fo
@ 4
3 e A
= v
@ ra
z 48 4 /’/ z"‘;
.
Py
30 7 (,5 o intercept = -52.11+-7.74
e / slope = 1.99 +- 0.14
- Vi r= 0.979
=R o
T T ; T T T T T
i) H L) £0 = T8 &

Reference value (maio}

model @) and laboratory model(®).

tested a joint model involving both types of samples; this
joint model is more complex (its require six factors) and
exhibits a poorer predictive ability for production samples
and the prediction quality was a function of the number of
samples of each type used for calibration.

The obtainment of different regression lines depending
on the origin of the sample is also commonplace in calibra-
tion transfers between similar instruments and could thus
be approached similarly in theory. We thus constructed a
calibration model with only one type of sample and then
corrected with an small number of samples of the other
type to correct the bias and slope of the calibration equa-
tion. Thus, the model was constructed from laboratory
samples alone spanning the previous wavelength range

= (1100—2200 nm), but used only three factors; subsequently,

bias and the slope were corrected by using four doped sam-
Fig. 3. Quantitation of doped samples using the two PLS models: doped ples. The corrgcted model was found to accurately preqm
the concentrations of both the doped and the production
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